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Abstract:
Over the last decades, the research topic of automated map generalization was subject to several paradigm shifts, introducing new approaches and techniques like constraints (Harrie & Weibel 2007) and agent-based modeling (Duchêne et al. 2018) to cartography. As with the paradigms before, the rising complexity of handling the current approach is about to trigger a new paradigm shift in automated map generalization. Due to the ongoing success in applications like Computer Vision, Speech Detection or Natural Language Processing, deep learning is a promising candidate to be the next paradigm in map generalization (Touya et al. 2019).

First experiments with deep learning applications in the field of map generalization, focusing on building generalization (Feng et al. 2019), mountain road generalization (Courtial et al. 2020), and data enrichment (Touya & Lokhat 2020), confirm the potential of this approach to a certain degree. Nevertheless, all these experiments adapt models from image processing, creating input data by rasterizing geographical vector data. While the benefit of using the well-adapted deep learning models for image processing is undoubted, using only derived images as input comes along with a clear limitation in data richness and information compared to the underlying vector data (Touya et al. 2019), as well as with introducing uncertainty and fuzziness into the generalization process through rasterization (Liao et al. 2012).

By contrast, using vector-data as input would skip the rasterization process with all its problems, with the potential to preserve parts of the well-established workflow of map generalization for further editing. In all of the aforementioned experiments focusing on map generalization, the definition of the loss function was a limiting factor for the performance of the models and identified by the authors as primary subject for further research. Generating vector data as the output would not only avoid most of the problems resulting from pixel-based loss measures, but also offer opportunities to perform geometric calculations and generalization operations as part of more advanced and efficient loss functions.

Therefore, this dissertation project aims at developing a deep learning model for map generalization based on vector data. Currently, three deep learning approaches are under consideration: recurrent neural networks, graph convolutional neural networks and deep reinforcement learning. Recurrent neural networks process input data sequentially, and are able to work with geospatial vector polygons (van ‘t Veer et al. 2019). As a more generic variant of CNNs, graph convolutional neural networks are also able to use vector data as input (Yan et al. 2019), and have the potential to perform similar tasks as applied in the experiments with building and mountain road generalizations. Deep Reinforcement Learning (Arulkumaran et al. 2017) on the other hand offers the possibility to integrate findings of former map generalization research into the learning process, e.g. using the fulfilling of constraints as rewards.

The presentation will provide an overview of the current state of the project, discuss the challenges and preliminary findings of first experiments with recurrent neural networks, and will outline future work.
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